Exciton localization, photoluminescence spectra, and interface roughness in thin quantum wells
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The combination of conventional photoluminescence (PL), PL-excitation (PLE), and micro-PL spectroscopies is used to study the influence of interface roughness on luminescence properties of thin GaAs/Al$_{x}$Ga$_{1-x}$As single quantum wells (QWs). The QWs were prepared under different growth conditions, resulting in different interface roughness. We discuss the splitting of PL spectra into two (or more) main lines, the pronounced fine structure of the micro-PL spectra and the low-energy shift of the PL lines with respect to the PLE spectrum in terms of a phenomenological interface model. For low temperatures exciton localization due to interface fluctuations with different length scales determines most of the luminescence features. One consequence is a strong suppression of the PLE signal on the low-energy side of the spectra. Therefore in this case the PLE spectrum cannot be used as a measure for the absorption strength or as an indicator for impurity bound excitons. [S0163-1829(96)03828-3]

I. INTRODUCTION

Optical and electronic properties of semiconductor heterostructures grown by molecular-beam epitaxy (MBE) or metal-organic vapor-phase epitaxy are sensitive to the structure of the interfaces. The interface roughness can involve several components, which differ in the lateral length scale. Various methods are available for the investigation of the real structure of surfaces on different length scales ranging from the atomic scale to the wafer size (e.g., scanning tunneling and atomic force microscopy, scanning electron microscopy, and optical microscopy). In the case of interfaces, however, the situation is more difficult. Applying direct methods such as cross-section transmission electron microscopy (TEM) and scanning tunneling microscopy (STM), heterointerfaces can be imaged with atomic resolution. However, at least for TEM the observation window is limited to several tens of nm. For STM, the sample has to be doped. Consequently, indirect methods such as photoluminescence (PL), cathodoluminescence (CL), or x-ray scattering are often used to study the interface quality of heterostructures such as quantum wells (QWs). Many investigations have been devoted to deriving quantitative information about the interface structure by a detailed line-shape analysis of PL spectra or by CL imaging from QWs. However, results obtained by direct methods such as TEM and STM on the one side and luminescence methods such as PL and CL on the other side are often controversial concerning the real interface structure and the interpretation of the experimental data from QWs. The reason is probably two-fold: (i) the PL line shape is determined by lateral exciton transfer between discrete, large interface islands and by exciton localization due to confinement potential fluctuations; (ii) the probing area of the exciton is larger than the respective component of the roughness, which occurs on a nm scale, leading to an averaging process in luminescence experiments and hence to characteristic line shapes. Recently, Brunner et al. and Hess et al. demonstrated by micro-PL and optical near field PL, respectively, that at least for low temperatures and thin QWs the line shape of PL spectra is determined by the envelope of many very narrow lines due to excitons localized at lateral potential fluctuations.

In this paper we will focus on exciton localization related to interface roughness. Several GaAs/Al$_{x}$Ga$_{1-x}$As single quantum wells (SQWs) were grown by MBE in such a way that different interface structures are expected. Excitonic spectra of these SQWs show different, but characteristic, features, which depend on the growth conditions. We combine the results of PL, photoluminescence excitation (PLE), and spatially resolved micro-PL for a unified picture describing the interface structure of these SQWs. All PL spectra and their temperature dependences can be interpreted in terms of exciton localization due to interface roughness with different length scales.

II. EXPERIMENT

Three single QWs (QW1, QW2, QW3) were prepared by MBE. We used (001)GaAs substrates, without intentional crystallographic misorientation (QW2 and QW3) and with a misorientation angle of 2° towards (111)Ga (QW1). The QWs consisted of a 1.4-μm-thick GaAs buffer layer, an 18-nm-thick Al$_{0.3}$Ga$_{0.7}$As barrier, a 3.5-nm-thick GaAs well, a 200-nm Al$_{0.3}$Ga$_{0.7}$As top barrier, and a 3-nm-thick GaAs cap layer. QW1 and QW2 were fabricated during the same run. The samples were grown at a substrate temperature of 605 °C with a growth rate of 0.34 and 0.49 μm/h for GaAs and Al$_{x}$Ga$_{1-x}$As, respectively. The As$_{2}$-to-Ga beam equivalent pressure ratios amounted to 16 (QW1 and QW2) and 20 (QW3). Under these conditions the surface exhibited a (3×1) to (2×4) surface reconstruction transition for QW1 and QW2 and a (2×4) reconstruction for QW3. The growth was interrupted for 40 s at both QW interfaces to achieve a certain...
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III. RESULTS AND DISCUSSION

Our experimental results are summarized in Figs. 1(a)–
1(c) showing the PL and micro-PL spectra of the samples
QW1–QW3 together with the heavy-hole line of the respective
PLE spectra. Most of the published PL spectra resemble
one of the spectra in Figs. 1(a)–1(c) or show at least some of
their features, even in cases where multiple monolayer (ML)
splitting was observed. Five characteristic features derived
from the PL/PLE spectra sequence in Fig. 1 are listed below.
(For comparison with results of other authors several refer-
ences are added.)

(i) The PL spectra become more structured from Fig. 1(a)
to 1(c). While in Fig. 1(a) line α can be described by a
Gaussian line shape, the PL distribution becomes asymmet-
ric in Fig. 1(b), and a second line β becomes visible on the
high-energy side. In Fig. 1(c), this second line β is even
more pronounced. Moreover, additional satellite peaks α
and β appear in the PL spectrum of QW3.1,2,6,9,16–20

(ii) The energy separation between lines α and β is
smaller than expected for a variation of the QW thickness by
1 monolayer (ML splitting).1,3,5,16,21–23

(iii) The micro-PL reveals that at least each main line α,
which corresponds to the low-energy PL line in Figs. 1(b)
and 1(c), actually consists of many, very narrow lines (full
width at half maximum smaller than 0.1–0.2 meV). Even the
spikes of line β in Fig. 1(c) are real spectral features and not
just noise, which is confirmed by repetitive measurements.
This fine structure disappears for temperatures larger than
50 K.1,4,15,24

(iv) The energy shift between the low-energy PL line α
and the PLE spectrum (ΔE_{PLE}) amounts to 5.5 meV for
QW1, i.e., for the sample with a misorientation angle of 2°,
and about 9 meV for QW2 and QW3 without misorienta-
tion.25

(v) The PLE signal is strongly suppressed within the
spectral range of the low-energy part of the PL spectrum,
where the micro-PL spectra show a pronounced fine
structure.5,25

Following the arguments of Brunner et al.,14 we assign
the part of the PL spectra which shows a fine structure in
micro-PL experiments to excitons localized at interface de-
fects caused by roughness and composition fluctuations.
Since our samples are undoped, and the unintentional doping
density is supposed to be less than 10^{14} cm^{-2} in the GaAs
layer, i.e., 3.5 × 10^{15} cm^{-2} for a well thickness of 3.5 nm, we
would expect to obtain less than 0.35 spikes per μm^{-2}, when
each impurity contributes one line. This is two orders of
magnitude less than the number of peaks (30–50) observed
in the micro-PL spectra.26 Moreover, it is not expected that
the variation of our growth conditions causes an essential
change of the impurity situation in the QWs. Therefore we
believe that the low-energy parts of the PL spectra are related
to localization of excitons at intrinsic interface defects rather
than to impurities. The spectral position of each of the nar-
row micro-PL lines represents different localization (bind-
ing) energies (E_{bd}) of the excitons, which are determined by
the size and shape of the interface defects acting as a local-
ization center. In this context, the comparison of micro-PL
spectra with conventional PL and PLE spectra can result in
information about the contribution of exciton localization
connected with interface fluctuations to the shape and posi-
tion of PL and PLE spectra. One conclusion is that the PL
spectra are determined by the envelope of the narrow line
distributions and reflect distinct size distributions of interface

FIG. 1. Photoluminescence (dotted), micro-PL (solid), and PL
excitation spectra (open circles) of three GaAs/Al_{0.3}Ga_{0.7}As single
QWs at 5 K. For (a) the substrate misorientation angle was 2°
towards (111)Ga (QW1), the samples QW2 and QW3 in (b) and (c),
respectively, were grown on substrates without crystallographic
misorientation. QW1 and QW2 were grown simultaneously with an
As_{2}-to-Ga beam equivalent pressure ratio (BEP) of 16, for QW3 the
value of BEP amounted to 20.
defects. As proposed by Bastard et al.\textsuperscript{27} back in 1984 within a theoretical model, the Stokes shift between absorption and PL line can be interpreted as mean value of the binding energy $E_{bs}$ of excitons localized at these defects. This energy shift corresponds approximately to the energy shift $\Delta E_{\text{PLE}}$ between the PL and PLE lines (we will see later that the relation between $\Delta E_{\text{PLE}}$ and the Stokes shift is not straightforward under conditions of strong exciton localization). The Stokes shift also depends on the details of the carrier relaxation kinetics, which are determined by the carrier temperature, the carrier mobility, and correlation length of the potential fluctuations.\textsuperscript{12}

With regard to our experimental results, the decrease of $\Delta E_{\text{PLE}}$ between the samples without misorientation [Figs. 1(b) and 1(c)] and the one with a $2^\circ$ misorientation angle [Fig. 1(a)] confirms the model given in Ref. 27 qualitatively, because changing the misorientation angle from 0 to $2^\circ$ is expected to lead to smaller growth terraces and hence to smaller mean defect sizes. However, the nature of QW interfaces is probably very complex (different lateral shapes of interface islands or holes for given areas are possible, correlation between sizes and shapes of adjacent islands). Therefore the simplified assumption of a semi-Gaussian interface defect with only one parameter for its lateral size in Ref. 27 is not suitable to give a correct quantitative description. It should be noted that for entropy and growth kinetic reasons irregular shapes and fuzzy boundaries are favored whereas energetic arguments favor regular compact shapes and straight boundaries. This is supported by the results of numerical growth simulations (see, e.g., Gro\ss\kern.5pt and Zimmermann\textsuperscript{28}). Therefore we do not attempt to describe the PL spectra quantitatively, but discuss our data qualitatively using a phenomenological interface model.

In Fig. 2 this model is illustrated. It contains sketches of the two QW interfaces in (a) and the resulting potential fluctuations experienced by excitons in (b). The nominal QW thickness is $L_z$. We distinguish between the top and the bottom interface. On the one hand, it is expected that the bottom interface (GaAs on top of Al\textsubscript{x}Ga\textsubscript{1-x}As) shows microroughness on a nm scale and is usually described as pseudosmooth.\textsuperscript{16,28} Such interfaces cause weak, short-range potential fluctuations on a length scale much smaller than the exciton radius ($R_B\approx 10$ nm).\textsuperscript{29} On the other hand, we presume a rather flared top interface characterized by a certain distribution of rather large interface defects. In order to get an idea about the nature of this interface, we grew one sample without misorientation under the same conditions as for QW1 and QW2, but stopped the growth after the GaAs layer was completed. Surface images of this sample taken by atomic force microscopy (not shown here) from an area of $1\times 1$ $\mu$m$^2$ show fewer than ten 1-ML steps. Therefore at least this surface, which would be the top interface of the QW, consists of 1-ML-high (deep) growth islands (valleys) with lateral sizes larger than 100 nm. Consequently, it is reasonable to distinguish QW regions $A$ and $B$ with lateral extents $\Lambda_A$ and $\Lambda_B$ much larger than $R_B$, which differ in the mean thickness $\langle L_j \rangle$ by about 1 ML [cf. Fig. 2(a)]. Furthermore, within the narrower QW regions $B$ (completed growth islands of the last of n GaAs monolayers) the probability is large that 1-ML-high nanoislands with lateral sizes $L_{xy}^B < R_B$ remain. Within the QW regions $A$ (uncompleted growth islands of the $(n+1)$th GaAs monolayer), however, it is more probable that 1-ML-deep holes with distances $L_{xy}^A$ between each other remain. Consequently, the mean thickness $\langle L_j \rangle^A$ ($\langle L_j \rangle^B$), which is the result of averaging over all holes (nanoislands), is determined by the distribution function of $L_{xy}^A$ ($L_{xy}^B$).

The hole distribution in $A$ and the nanoisland distribution in $B$ cause different potential fluctuations experienced by the center-of-mass motion of the excitons [cf. Fig. 2(b)].\textsuperscript{13} Flat parts of regions $B$ correspond to what is usually referred to as free exciton levels. It should, however, be noted that theoretically the center-of-mass wave function is expected to be localized for all exciton eigenstates. Excitons experience shallow potential minima (localization is weak and can be overcome easily by thermal activation) due to the nanoislands within $B$ and deep potential minima (localization is strong) in $A$. The maximum localization (binding) energy is $\Delta E_{\text{1 ML}}$, which is the change of the QW confinement energy for a well thickness variation of 1 ML. Within this picture, we will discuss the change of the PL spectra in Fig. 1.

For substrate misorientation angles of $2^\circ$ (QW1) the sizes of growth terraces are expected to be not larger than about 8 nm, i.e., smaller than $R_B\approx 10$ nm. Therefore the probed excitons cannot distinguish different terraces $A$ and $B$ and the PL spectrum consists of only one main line $\alpha$ [cf. Fig. 1(a)]. The energy shift between $\alpha$ and the PLE line of about 5 meV as well as the well-pronounced fine structure of the micro-PL spectrum indicate that the excitons are localized at potential minima. The two lines $\alpha$ and $\beta$ appearing in the PL spectra of QW2 and QW3 are due to the existence of large growth terraces $A$ and $B$ as expected for the present growth conditions, when the misorientation angle is nearly $0^\circ$. Although the area densities of regions $A$ and $B$ are about the same in QW2 (see below), the PL line $\alpha$ dominates in the case shown in Fig. 1(b), because excitons can be transferred from $B$ to $A$ before radiative recombination can take place. Therefore the Stokes shift seems at first sight to be remarkably increased from QW1 to QW2. Actually, in Figs. 1(b) and 1(c) the PLE band belongs to line $\beta$, and the PLE signal of the QW region $A$ is suppressed.
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For the interpretation of the high-energy lines $\beta$ and $\beta^*$ we focus on sample QW3 because they are well pronounced in that case due to a large area ratio between $B$ and $A$ regions (see below). Its micro-PL spectrum shows a fine structure within almost the whole spectral range. Therefore we argue that even in the high-energy regions $B$ excitons are well localized. However, the narrow lines become weaker and their energy separation smaller with increasing photon energy, and they disappear within the high-energy tail of line $\beta$, indicating a decrease of the localization strength from line $\alpha$ to $\beta$.

In terms of the model sketched in Fig. 2 we propose the following interpretation. For QW regions $B$ a certain distribution of nanoislands causes an energy shift $\Delta E_{\text{PL}}^B$ of the PL line $\beta$ which corresponds to a mean value $\langle L_{\alpha} \rangle^B$ of the nanoisland size. For QW regions $A$ a certain distribution of holes leads to a fluctuating and on average higher potential as expected without any holes. Therefore its main line $\alpha$ is shifted to higher photon energies compared to the expected spectral position for exactly 1 ML thicker QW regions. This high-energy shift amounts to $\Delta E_{1\text{ ML}}^A - \Delta E_{\text{PL}}^A$, which depends on the mean density and size of the holes. The shift of $\alpha$ as well as $\beta$ leads to a ML splitting $\Delta E_{\text{PL}}^\alpha$, which is actually smaller than $\Delta E_{1\text{ ML}}^A$. In the case of QW2 and QW3, $\Delta E_{\text{PL}}^B$ amounts to 7.8 meV compared to $\Delta E_{1\text{ ML}}^A=12$ meV. In this sense $\Delta E_{\text{PL}}^B$ and $\Delta E_{1\text{ ML}}^A - \Delta E_{\text{PL}}^A$ are a measure for the average size of the nanoislands on terraces $B$ and the average distance of holes within terraces $A$, respectively. Besides these growth-induced asymmetries, differences in the relaxation and optical matrix elements of $A$ and $B$ regions might also contribute to ML shifts smaller than $\Delta E_{1\text{ ML}}^A$.

The sketched model is suitable to explain the shape of the PL spectrum in Fig. 1(c) in detail. The appearance of satellite lines in ML split PL spectra of QWs as in the case of QW3 ($\alpha^*/\alpha^* \beta^*/\beta^* \beta$) is often interpreted by the coexistence of free excitons and impurity bound excitons. We interpret this doublet shape of the PL spectrum in terms of the interface structure of the QW as assumed earlier by Fujiwara, Cingolani, and Ploog. Two arguments led us to this conclusion: (i) the micro-PL spectrum shows a similar fine structure in the spectral range of line $\beta^*$ as in the one of line $\alpha$, which we cannot explain by impurities, (ii) the intensity of line $\beta^*$ does not saturate, when the excitation intensity is increased by four orders of magnitude. This can be derived from the dependence of the intensity ratio of lines $\beta^*$ and $\beta$ ($I_{\beta^*}/I_\beta$) on the excitation density in Fig. 3. Instead of a decrease of $I_{\beta^*}/I_\beta$, we find a weak increase within the displayed excitation power range. Therefore we assign $\beta^*$ to excitons localized at nanoislands of terraces $B$ and the PL line $\beta$ to excitons, which recombine within defect-free regions of terraces $B$. The shape of $\beta$, its Stokes shift (about 1 meV), and the appearance of spikes in the micro-PL spectrum are probably due to the pseudosmooth bottom interface and/or composition fluctuation in the barrier layers. The line $\alpha$ is assigned to excitons localized at holes of QW regions $A$. Remarkably, the energy separation of lines $\alpha^*$ and $\beta$ amounts to almost exactly the value of $\Delta E_{1\text{ ML}}^A$. Moreover, the micro-PL spectrum shows no or only very weak fine structure in the spectral range of $\alpha^*$. The obvious interpretation is that $\alpha^*$ corresponds to almost flat $A$ regions with $n$ MLs and $\beta$ corresponds to almost flat $B$ regions with $(n+1)$ MLs.

We do not interpret our micro-PL spectra in terms of a QW-dot model as was recently done by Gammon, Snow, and Katzer because the nature of the QW interfaces is too complex to assume sharp potential jumps and simplified lateral shapes for nanoislands or holes. The effective potential localizing excitons is rather smooth. We calculated center-of-mass wave functions for smooth random potentials. In the low-energy part of the optical spectrum the wave functions are well separated from each other and centered in individual deep potential minima. In the intermediate- and high-energy regions some wave functions are extended over larger regions and appear fractal-like. They can be considered as combinations of excited states in different potential minima. Thus shape and size of potential minima cannot easily be derived from micro-PL or near-field PL spectra.

In Ref. 31 Gurioli et al. describe the exciton distribution in a thermalization model even for thin QWs and low temperatures. They argue that the low-temperature theory of Yang et al. should not be applied because the carrier temperature ($T_c$) was found to be considerably higher than the lattice temperature. The validity of respective models depends strongly on the actual experimental conditions. For values of the Stokes shift on the order of or smaller than $kT_c$, $T_c$ we would expect that thermalization is dominantly effective and determines the PL properties. For growth conditions, however, leading to rather large interface islands, i.e., larger Stokes shifts, as it occurs in our samples prepared by growth-interrupted MBE, exciton trapping determines the shape and temperature dependence of the PL spectra.

We will now discuss the strong suppression of the PLE signal within the spectral ranges, where the micro-PL spectrum shows a pronounced fine structure. In order to estimate the actual density of states in these spectral windows and therefore the expected absorption strength, we used the temperature dependence of the PL intensity ratios between the PL lines $\alpha$ and $\beta$ in Figs. 1(b) and 1(c). At low temperatures excitons move from terraces $B$ to terraces $A$ [larger average value of $\langle L_c \rangle$] and therefore a smaller exciton confinement...
energy as on $B$] before radiative recombination takes place. The transfer from $A$ to $B$, however, is suppressed. Hence at low $T$ the ratio $I_\beta/I_\alpha$ does not agree with the ratio of the corresponding density of states.$^{11}$ When $T$ is raised, the intensity of line $\beta$ increases at the expense of the intensity of line $\alpha$. The Arrhenius plots of $I_\beta/I_\alpha$ from QW2 and $I_{\beta*}/I_{\alpha*}$ from QW3 are drawn in Figs. 4(a) and 4(b), respectively. The logarithm of the intensity ratios shows a linear decrease with $1/T$ for the displayed temperature range, i.e.,

$$I_\beta/I_\alpha \approx S_B/S_A \exp(-E_a/kT),$$

where $S_B/S_A$ reflects the ratio of the density of states of the corresponding QW regions, $E_a$ is the thermal activation energy, and $k$ is Boltzmann’s constant. The slope of the straight lines in Figs. 4(a) and 4(b) corresponds to values of $E_a$ of 4.4 and 5.2 meV, respectively. This is consistent with the fact that these activation energies should be smaller than $\Delta E_1$ ML. Extrapolating these straight lines to infinite $T$, $S_B/S_A$ is estimated to be about 1 for QW2 and 10 for QW3. In this estimate we have neglected the proportionality factor, because the absorption strengths of regions $A$ and $B$ are expected to be nearly the same. Hence in Fig. 1(b) the PLE signal at the position of $\alpha$ should be as large as that at the position of $\beta$, but it is actually only $\frac{1}{10}$ of the expected value. In the case of QW3 [Fig. 1(c)] the PLE signal is almost zero at the position of $\alpha$, where we could expect about $\frac{1}{10}$ of the PLE signal measured for $\beta$.

The strong suppression of the PLE signal can be understood in terms of exciton localization at interface defects as discussed above. Excitons, which are excited resonantly at the almost defect-free regions of terraces $B$ during the wavelength scan of the PLE measurement, are only localized weakly. Therefore some of them are able to move to QW regions $A$ and have sufficient excess energy to find the very deep minima $A_{det}$ representing the detection energy $E_{det}$ of the PLE. Thus they contribute to the PLE signal. However, excitons, which are resonantly excited within QW regions $A$, are in general strongly localized$^{22,33}$ and not able to move to other QW regions, especially to regions $A_{det}$. Hence the intensity of the PLE signal is suppressed and does not necessarily correspond to the absorption strength in this spectral range. Note that in the low-temperature case of Fig. 1 the PLE signal is strongly suppressed only in energy regions showing clear spikes in the micro-PL spectrum. This suppression is less pronounced at higher temperatures, and PLE is expected to be a measure for the optical density of states (absorption). The fact that we find an Arrhenius behavior above $\approx 40$ K (cf. Fig. 4) indicates that such “kinetic” suppression of PLE is no longer effective at this temperature.

IV. SUMMARY AND CONCLUSIONS

In conclusion, we compared PL, micro-PL, and PLE spectra of thin GaAs/Al$_x$Ga$_{1-x}$As single QWs fabricated under different conditions by growth-interrupted MBE. At low temperatures excitons are localized at interface defects of different lateral sizes. Therefore the PL spectrum consists actually of a certain distribution of very narrow lines. This distribution is related to an interface roughness on a length scale smaller than the exciton Bohr radius. Its average energy shift with respect to the PLE spectrum is a measure for the average defect size. Moreover, the splitting of the PL spectrum into two main lines indicates an additional variation of the mean QW thickness on a length scale larger than $R_B$. The low- and high-energy PL lines include the strongly and weakly localized excitons, respectively. In this sense, the two different splittings of PL spectra (fine structure $\approx 0.1–0.2$ meV, ML splitting $\approx 1–10$ meV) reflect two components of the interface roughness, which differ in their lateral length scale. Therefore it should be possible to extract detailed information about the real interface structure, when exciton localization at interface defects is effective. An additional consequence of this kind of exciton localization is the strong suppression of the PLE signal within the low-energy part of the PL spectrum, which is therefore not necessarily a measure for the absorption strength or an indication for impurity-related PL of QWs.
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As has been observed for another QW series (not shown in this work), the spectral shift of the PL line relative to the PLE line varies also when growth parameters other than the misorientation angle, e.g., the substrate temperature, are changed. For all investigated samples the PLE signal is strongly suppressed in that spectral region where the micro-PL spectrum shows a pronounced fine structure.

If the broad background in the micro-PL is attributed to small unresolved lines, an even higher estimate results.


