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Effect of free-carrier absorption on the threshold current density
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GaAs/Al ;Ga ¢As quantum-cascade lasers with plasmon-assisted waveguides exhibit a
decreasing threshold current densgify with increasing wave numbaer, of the laser line, which
changes as a function of the injector doping density. We have developed an analytical approach
based on the effective dielectric tensor component for phgolarized light emitted from a
guantum-cascade laser, which explains the observed dependgpge®in terms of losses due to
free-carrier absorption predominantly in the doped waveguiggs vo). A contribution to the losses

by free-carrier absorption in the quantum-cascade structure itself and subsequgptlgato be
neglected except for very high injector doping densities. The calculated valueg,§bry) are in

good agreement with the experimental data. Our approach quantitatively predicts the observed
decrease 0ofy, from 17 to 7 kA cm? with increasingy, between 900 and 1100 ¢f In addition

to achieving a direct physical insight into the influence of free-carrier absorption on the laser
performance, the proposed analytical approach provides a simple tool for the determination of the
waveguide losses for any quantum-cascade laser without adopting a numerical soR@I4©
American Institute of Physic§DOI: 10.1063/1.1803635

I. INTRODUCTION II. SAMPLES

GaAs/Ab s GayeAs quantum-cascade laseQCLs) The QCLs were grown by molecular-beam epitaxy
were first introduced by Sirtost all Their performance was (MBE) with 30 periods for the cascade structure. The layer
greatly improved by replacing the §dG&.As waveguides sequence of all GaAs/fjkb{Ga, sAs cascade structures used
(WGs) by plasmon-assisted onésyhich possess much bet- in this study is nominally the same as introduced by Sirtori
ter electrical properties, but, at the same time, increased opd.* However, the Si concentration in the four doped injector
tical losses. Recently, we have investigated the lasing profayers was varied resulting in sheet carrier densities between
erties of GaAs/A3GaeAs QCLs as a function of the 3.5x 10 and 1.0x 10*2 cm2 per period® which correspond
injector doping density expressed in terms of the sheet cato averaged bulk concentratioms between 3.7 and 10.7
rier concentratiomg per period°f We found that intermedi-  x 1017 cm™3 using the total thickness of 9.4 nm for these
ately doped QCLs witts~6X 10'* cm™ exhibit a maxi-  four doped layers. The sheet carrier concentration was deter-
mum in the wave number, of the laser line and, at the same mined by capacitance-voltage measurements on step-etched

time, @ minimum in the threshold current densjiy’® For  pieces showing good agreement with the nominal values. Al
lower and higher doping densitieg, decreases almost lin-

early with increasing, as shown in Fig. 1. Since we inves-
tigated seven different doping densities and for the lowest 00 .
doping density three QCLs, a total of nine data points is . J
shown in Fig. 1. ‘\
In order to explain this dependence jgf vo), we report 15{ o
in this paper an investigation of the influence of the free- )
carrier absorption(FCA) on the optical losses and subse-
quently onjy, for GaAs/ Al 3G ¢AS QCLs with plasmon- .
assisted WGs. In contrast to all other investigations, which \
use a numerical solver for the calculation of the optical e
losses in the resonator, we treat the effect of FCA on the
optical losses using an analytical approach. In this way, we
also obtain a better physical insight into the influence of
FCA on the WG losses. Finally, we compare our calculated
data for the optical losses through FCA and its influence on

jtn With experimental data for a weakly as well as an inter-FiG. 1. Measured threshold current densifyvs wave numbew, of the

mediate|y doped two-sectioned QCL. laser lines for GaAs/Al;Ga ¢As QCLs with plasmon-assisted WGs at

8 K. Note that we investigated seven QCLs with different doping densities

as well as three QCLs with the same doping density in the injector resulting

3Author to whom correspondence should be addressed; electronic mailn a total of nine data points. Most of the data are taken from Ref. 3. The
giehler@pdi-berlin.de dashed line indicates a linear fit to the data points.
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QCL structures were characterized by double-crystal x-ray - e bulk

diffraction measurements to demonstrate that the actual layer 10| = eraure

thicknesses as well as the Al content agree within 2% with —

the nominal values. o 3
We used plasmon-assisted WGs on the top and bottom of 10|

the active zone of each QCL following Ref. 2. Each WG
consists of a 4um thick, weakly doped GaAs layer with a
doping concentratiom=4x 10 cm™ and a 1um thick, 104
strongly doped GaAs layer, in which we have reduced the

doping density fromn*=6x 108 cm 3 in Ref. 2 ton*=4

X 108 cmi 3, 10°
The laser stripes with typical dimensions of 19 - -~ — .
X 2400 um? were prepared by plasma etching, where the 10 10 10 10

-3
side walls of the lasers were defined byuih deep and # (em )

2.5 um broad trenches refilled by a photoresist. The lasegg 2. rca coefficientar(7) vs carrier concentration measured ab
emission was studied using pulse-mode operation with &1000 cm* and 300 K forn-type GaAs samples. The dots indicate our
width of 100 ns and a repetition rate of 5 kHz at 8 K. The experimental data on bulk GaAs crystals, the circles experimental data of
. . . -type GaAs layers on SI-GaAs, and the open squares data from the litera-
infrared SpeCtraj were recorded usmg a I:Ourler_tranS]corrﬁure (Refs. 6—8. The calculated contributions of the different scattering
spectrometer with a spectral resolution of 0.12tnThe  mechanisms are shown as a dashed-dotted line for acoustic ph@wns
QCLs were mounted with the substrate on a cold finger in aotted line for longitudinal optical phonoiisp), and dashed line for ionized
He-flow cryostat without exchange gas and heat managémpurities( imp). The solid line(total) indicates the calculated data for the

. . . otal arc(v,n) according to Eq(3).
ment. Therefore, heating of the laser stripe is expected duf®

ing the current pulse.
1+ 6(n) 35
Ill. CARRIER DENSITY DEPENDENCE OF THE 1-6n)

FREE-CARRIER ABSORPTION COEFFICIENT (1)
IN n-TYPE GaAs

apc(v,n, 0) = Cev 12+ CogNy 22+ i

where =N,/N} denotes the compensation ratio of the ion-
In order to obtain an analytical relation betwggrandn ized impurities. The coefficients (i=ac, op, imp for n-type
or vy, we first need to investigate FCA in differently doped GaAs were calculated in Refs. 4 and 5. Both datasets almost
GaAs layers, since the doping density in the cascade struagree with each other at room temperature. Using the values
ture differs from the one in the WGs. Therefore, we havegiven for the coefficients; in Ref. 5 and the values ai
measured the infrared reflectance and transmittance specidetermined from the reflectance spectra, the absorption spec-
of bulk n-type GaAs samples as well as MBE-grown layerstra of then-type GaAs samples fan between 4< 10'¢ and
in the spectral region between=500 and 2500 ciit. The  4x10®cm™3 and wave numbersy between 800 and
reflectance spectra are mainly determined by the real part af500 cmi* can be well described by
the dielectric functiodDF) ¢, i.e., Rde}. The contribution of
the free carriers to Re} is well described by the classical e vin) = (P n)(f)_r(n) 2)
Drude model. Therefore, the reflectance spectra can be repro- < FERN\ 3 ’
duced by using a DF consisting of a harmonic-oscillator pho-
non contribution as well as a free-carrier Drude term, whergvhere7=1000 cm* andr(n)=2.5, 2.9, and 3.35 fon~4
the densityn and the averaged energy-independent scatteringf 10'% 4 10", and 4x 10'® cm™®, respectively. In Eq(2),
rate y of the free carriers were used as fit parameteriss ~ a compensation ratié(n) has been included, which was av-
related to the mobilityw by uw=e/(m* y). For the different eraged over all samples with comparahleFrom the mea-
samples, the obtained values fovary between 1.X 10"  sured data, we estimate an uncertainty MStec(7,n)
and 2.6<10®¥cm3, while u lies between 4000 and =+20% and ofAr(n)=+0.1, predominantly due to the de-
900 cnt/(V s). The values for both quantities agree well viation of the compensation ratio from its average value. The
with the ones obtained from electrical measurements. different values of indicate that the interaction of free car-
For the determination of the FCA coefficieat(v,n), riers with longitudinal optical phonons dominates for weak
we have measured transmittance spectra at room temperatward intermediate doping densities, while the contribution of
and at 77 K. In contrast to the reflectance spectra, the absorfree-carrier scattering on ionized impurities becomes the
tion coefficient is essentially determined by the imaginarymost important one for strong doping densities resulting in
part of the DFe, i.e., Im{e}, which depends on the dominant almost temperature independent absorption spectra. The sig-
scattering mechanism of the free carriers. For scattering dfificant deviation ofr from the value 2 predicted by the
free carriers on acousticalac and longitudinal optical Drude formula indicates that the Drude model cannot be ap-
phonongop) as well as ionized impuritie@mp), the follow-  plied to estimate the carrier density and wave number depen-
ing relation is approximately valid in the high-frequency dence of the FCA im-type GaAs, because the energy depen-
limit,*°i.e., iw> Er, whereEg denotes the Fermi energy of dence of the free-carrier scattering processes has been
the free carriers, and/y>1 neglected.
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Figure 2 shows the measured valug®ty of ar(?) W1+ Feamwa
versusn for bulk, n-type GaAs samples obtained at 300 K. [© FCAin WG andQCS
Our measured values are in good agreement with published
datd8indicated by the open squares in Fig. 2. The scatter of
our experimental values and the data in the literature is
mainly due to different compensation ratios in the various
samples. Furthermore, Fig. 2 also shows(v,n) for the
three different scattering mechanisms ac, op, and imp calcu-
lated using the exact theory described in Ref. 5 and the ex-
perimental values fon and 6(n) obtained from the fits of the
reflectance and absorption spectra. The solid line in Fig. 2
demonstrates that the dependence of our experimentally de-
termined values forg(7,n) can be well approximated by

30\

n (10l7 cm")
10.7

20+

-1
Oy (ecm )

104

900 1000 1100
1
v, (cm )

FIG. 3. Calculated WG lossesg,g due to FCA at low temperatures vgin
2 3 a double logarithmic representation. The solid line indicates the result taking
arc(V,n) = CiN + CoN° + C3N°, 3 into account only the top and bottom WGs with the stars marking the posi-
tions of the laser lines. The dashed lines indicate the results taking into
account the WGs and the cascade for different doping densities as indicated

wherec:=2.9% 1017 cn. ¢,=5.1% 10°3 cm®. and ca=5.1 by the open squares marking the positions of the laser lines.

1= & y Lp—9I. f 3— 0.

X 107%% cnf. In Eq. (3), the first term, which is linear im,

describes the dependence of the interaction of free carriety- CALCULATION OF THE WAVEGUIDE LOSSES IN A
with phonons, whereas the quadratic termnimeflects the QCL DUE TO FREE-CARRIER ABSORPTION
scattering of free carriers on ionized impurities in uncompen-

d les. D di h | ol qf For the determination of the WG lossegyg(v) in
sated samples. Depending on the actual element use 6CLS, which emitp-polarized light along the plane of the

doping, the prefactof1+6(n)]/[1-6(n)] in Eq. (1) in-  |ayers, we have to calculate the in-plane component of the
creases, in particular, for higher doping concentrations, withjielectric tensoe, which according to Ref. 10 is given by
increasingn, which leads to the cubic term in E@). How-

ever, the contribution of this cubic term is always rather -1, _ 1 ( I'd, ) @)
small, e.g., fom=4x 108 cm 3, it only accounts for 4% of ! > @d)\ T &an
the contribution of the second term. I

In order to test, if the data fawec(7,n) of MBE-grown  Here ¢ andd, denote the complex DF and thickness, respec-
layers agree with the ones of bulk crystals, we have alsdively, of the Ith layer in the QCLIT, refers to the overlap
measured transmittance spectra of a weakly doped and factor of thelth layer with the laser mode, i.e., it denotes the
strongly doped GaAs layer with a thickness of 8 andrd,  ratio of the energy of the laser mode stored in ltielayer
respectively, grown on SI-GaAs. For the weakly doped layerand the total energy of the laser mode. We assliprel for
the nominal doping density af=4x 10 cm 2 corresponds ~ all layers except for the WG layers withf =4 108 cm3,
to the one in the layer separating the cascade from the plagurthermore, in order to derive E@}), it has been assumed
mon WG layer in our QCLs, while the nominal concentrationthatng, d,<1/v, wheren,,, denotes the refractive index of
of n*=4x10% cm3 in the strongly doped layer was set the Ith layer. The values of Re} and nyy; were mainly
equal to the one in the plasmon WG layer in our QCLs. Inobtained from the reflectance spectra, whereag(mn)}
order to precisely determing-c(v,n) from the transmittance =Noptirc,(v,N)/(27v) was predominantly determined from
spectra of thin layers grown on a substrate, we have to sughe absorption spectra according to Etj. using 6=6(n) as
press any changes of the transmittance due to light scatterirdjscussed in connection with E(R). After using Eq.(4) to
caused by the unpolished back side of the substrate. Heno@eterminesf(v) by summing over all layers in the complete
we used substrates, which were polished on both sides. In tHeCL structure, the WG lossegy(») are calculated accord-
interferogram, the secondary peak due to the internal refledng to ayg(v)=2mv Im{e(v)}/ Ny, Whereng,~\Refe;}.
tions within the sample was replaced by a straight line, Figure 3 shows the calculated values®f versusu
which corresponds to a spectral averaging of the intensitiedor our QCLs, which lase at different wave numbegs’ in a
This incoherent averaging was taken into account in the dedouble logarithmic representation. In order to demonstrate
termination ofarc(v,n) from the measured reflectance and the influence of the FCA omy, we neglect in the calcula-
transmittance spectra according to Ref. 9. The values obion any wave number dependence of the optical confine-
tained foragc(¥,n) for the weakly and strongly doped layers ment and sef'yg(y+)=0.018. Neaf=1000 cm*, the refrac-
are also included in Fig. 2 as circles. These data agree welive index Ny wann(v)__of the WGQN") layers is
with the ones of bulk crystals indicating that E¢@) and(3)  approximately given by/Re{eywgn+(v)}, where eygnp(v)
can also be applied to-type GaAs layers with concentra- =5.771v/7)%2+i0.51(v/7)~*%. Therefore, Ngp want(v) in-
tions between % 10'® and 4x 10*® cm3, in particular, for  creases with increasingand eventually approaches the val-
the plasmon-assisted WG layers in our QCLSs. ues ofnyy, of the surrounding weakly doped WG layer and
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the layers in the cascade. This effect alone would result in a 201
decreasing optical confinement of the laser mode. However,
this decrease is partially compensated by the typically in-
creasing confinement with increasing Therefore, the ap-
proximation of a constant value fakyg+ is justified.

The solid line in Fig. 3 indicates the values ®@f,¢ as-
suming that only FCA in the top and bottom WGs contrib-
utes to the optical losses. The stars mark the wave numbers
of the measured laser lines. Figure 3 demonstrates that
awa(vp) strongly decreases with increasing It can be ap-

15

J, (kA em™)

® experiment

proximately described by the power lawwyg(vo) 5107 amEcaiwel  ®
~15(v/7)78€. The rather large absolute value of the expo- 0__cale. FCA in WG and QCS

nent originates from the very different exponents of the wave 900 1000 1100

number dependence of the real and imaginary part of the DF v, (em™)

of the strongly doped WG layers as described in the previous ‘ _ o
paragraph in comparison to the undoped Iayers in the Ca%IG. 4. Threshold current densify, vs vo. The experimental data are indi-

. . . ) . ated by dots, the solid line and the stars mark the calculated data taking into
cade, which are coupled in a nonlinear fashion according t@ccount FCA only in the WGs, and the open squares for FCA in the WGs

Eq. (4). and cascade structure.
In addition to the doped WGs, also the four doped layers

inside each period of the cascade structure may contribute {@ode is leaking into the weakly doped WG layers, which are
FCA. While free carriers in quantum wells are free to move|gcated between the W@") layers With Tyt~ 2% and

in the plane of the layers, they are confined along the growtlhe cascade structure. The solid line and the stars in Fig. 4
direction. Because in a QCL the electric field of the laseringicate the best fit to the experimental dedats for j(vo)

light is p(ﬂanzed parallel to the growth direction, the FCA is taking into account FCA in the WGs alone, resulting in a
modified:™ Furthermore, interface roughness gnables addigg|ue for the wave-number-independent gain coefficient of
tional scattering events even fprpolarized Iighﬂ In order 0.=6.60 cm kA with a standard deviation of 1.63 cm KA

to estimate the upper limit of the modified FCA in the cas-The wave number dependence of the FCA in the WGs alone
cade, we assume that all four doped layers in each perioggits in a decrease @f from 17 to 7 cm kA® for QCLs
contribute to the optical losses in the same way as FCA iQith an increasing lasing energy between 900 and
thick GaAs layers. Using this approximation, we determine; 100 cmil, Figure 4 also shows that, when the additional
the maximum value of the optical losses due to FCA in thecontripution to the optical losses by FCA in the cascade itself
WGs and in the cascade for the seven different doping deng taken into account, the agreement between the calculated
sities in the |nj_ectqr of our QCLs, which are indicated by the(open squargsand measureddots j,, is slightly improved
dashed lines in Fig. 3. Note that according to B awc  as demonstrated by the decrease of the relative standard de-
nonlinearly increases with increasing doping density in th&,jation of the gain coefficient from 0.25 to 0.23. In this case,
injectors of the QCLs as indicated by the arrow. Furtherye gptain the best fit for a wave-number-independent gain
more, with increasing doping densny. in the cascade, the &Xcoefficientg,=(7.20£1.68 cm kA L, Table | lists the calcu-
ponent of the power law fomyg(ro) slightly decreases. We |ateq values ofj,, for two reference QCLs, which will be

conclude that the optical losses due to FCA in a QCL argged in the following section to determine the WG losses

mainly determined by FCA in the waveguide. Only for in- experimentally.
jector doping concentrations above %50 cm 3, the cas-

cade itself notably contributes to the optical losses due to
FCA. VI. EXPERIMENTAL DETERMINATION OF THE

WAVEGUIDE LOSSES IN TWO-SECTIONED QCLS

V. INFLUENCE OF THE WAVEGUIDE LOSSES ON THE Since the conditiom,,;d;<1/v used in the derivation
THRESHOLD CURRENT DENSITY OF QCLS of Eq. (4) is not necessarily fulfilled for all layers within a
QCL structure, we tested the validity of E@t) for the cal-

We now determine the influence of the WG losses on th%u]ation OfaWG(VO) using two Specia”y prepared lasers DL1
threshold current density. This dependence is described byand DL2, which consist of two-sectioned lasers. The laser
awe(vo) + ay DL1 (DL2) was weakly(intermediately doped withn=3.7
_— 7 —3 — 7 —3 i H

or , (5  x10Ycm (n=4.8x 10t cm3) as listed in Table I. The
total length and width of the laser stripe was2.8 mm
where ay=-(1/L) In(1/R)=5.3 cn* denotes the mirror (2.0 mm andw=19 um (29 um) for DL1 (DL2). Each DL
losses for a GaAs-based QCL of 2.4 mm lenggtithe gain  consists of two sections, a front paf) and a back partb),
coefficient, and’ the overlap factor of the laser mode with where for both DLs the length of each section is given by
the gain medium. Following Ref. 2, we assuine0.31, i.e., L;=~L/3 andL,~2L/3. In order to prevent leakage currents
31% of the energy of the laser mode is stored in the gairbetween both parts, the two sections are separated by an air
medium, which for QCLs is approximated by the whole cas-gap. This gap with a width of about 350 nm was produced by
cade structure. Consequently, 67% of the energy of the lasédixing the laser with the bottom contact on a metal plate and

jin(vo) =
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TABLE |. Structure, doping density, measured emission wave numbgr WG lossesay,g, and threshold
current densitieg, of a weakly and an intermediately doped DL as well as data for the corresponding nonsec-
tioned reference QCLs. For the determinationgfg(v,), we have usej=7.2 cm kA andI'=0.31.

ayg (cm™) jin(kA cm™?)
n Vo Method | Method I calc? expt. cald
Structure (107 cm®)  (cm™) Eq.(7) Eqg. (8) Eqg. (4) Eq. (5)
DL1 3.7 965 13.1 21.9 18.8 10.1 10.8
QCL1 3.7 927 25.0 16.9 13.6
DL2 4.8 1017 11.4 12.9 13.8 9.1 8.5
QcCL2 4.8 1018 13.7 7.8 8.5

“Assuming that FCA in all doped layers in the QCL contributesjg;.
PData taken from Ref. 3.

carefully cleaving only the laser. The horizontal misalign-betweenl, andl; as suggested by E(7), a linear fit of the
ment between the edges was less than 20 nm, and the longieasured data results Ig=-1.00;+4.36 A for DL1 and
tudinal axes of both laser parts were tilted by less than 0.01F,=-0.82;+4.43 A for DL2. Whereas the slope bf versus
with respect to each other. The presence of the air gap in thig for DL2 is somewhat smaller than the expected value of
laser stripe slightly modifies the resonator and consequentlgne, it is in excellent agreement with E@) for DL1. From
also the lasing properties of the DLs with respect to the corthe measured values of the consté@ntwe have determined
responding reference QCLs studied previoﬁﬁj&st, the op-  awe(rp) using Eqs(6) and(7) by assuming a wave-number-
tical intensity is reduced due to reflections at the gap. Fronindependent gain coefficiegt=7.2 cm kA'* and'=0.31 as
calculations as well as from intensity versus current measurediscussed in the preceding section. The obtained values for
ments on QCLs with and without an air gap, we estimate thaty,g(vo), which are listed in Table |, are clearly smaller than
the optical attenuation due to this air gap is less than 10%the calculated data taking into account FCA in the WGs and
Therefore, it is much less than the optical losses due to FCAn the four doped layers of each period of the cascade struc-
and consequently we can neglect the influence of the air gapure (Sec. IV A).
Second, the lasing energy of the DLs is changed with respect The second metho@method I) consists of measuring
to the corresponding reference QCLs mainly due to thehe intensities emitted from one part of the DL through both
modification of the resonator. Whereas the weakly and interend facets. These measurements were carried out for current
mediately doped DLs show lasing at 965 and 1017%m values up to slightly above the lasing threshold. From the
respectively, the values for the corresponding referencentensity S, emitted from the front part and the intensiy
QCLs as listed in Table | are 927 and 1019¢m emitted from the back part measured under the condition that
respectively’ Furthermore, the threshold current densities ofl;=0 andl, >0, we can obtainyyg(v) from the equation
the DLs, whergjy, was measured with both parts of the DL
being directly electrically connected, are also slightly _ _
changed with respect to values of the reference QCiLs Sa= Ss XM~ awc(oL1l: ®
Table ). Note that for both DL, <(jih+jtnp), Wherejy;
for i=f andb denotes the threshold current density for the
corresponding sectionof the DL.

We have determined the WG losses in the two-sectioned
QCLs in two different ways. In the first approach referred to o
as method I, the currentsandl,, through each section of the
DL are measured at lasing threshold of the complete QCL.
The corresponding threshold condition for the total optical
WG lossesw(vg) can be written as

Note that these measurements can also be performed by ex-
changing the electrical injection conditions, i.&.>0 and

¢ D11

. L . L
ai(vg) = awg(vo) + aym = Gy 1(j1 Vo)rf + Gy p(Jp Vo)fb,

(6)

where Gy, ;=gl'j; denotes the modal gain andthe current
density. Using Eq(6) and j;=I;/(wL;), the threshold condi-
tion is related td; and |l through

N ay(vo)WL _

lp=—1s =-1+C. (7 L@

. FIG. 5. Measured curren vs | at the lasing threshold for DL{dots and
F'Q_Ure 5 shows the measured Curreha_lsversu_sh at the_ DL2 (circles at 8 K. The dashed and solid line indicate a linear fit of the
lasing threshold for both DLs. Assuming a linear relationrespective dataset.

Downloaded 29 Oct 2004 to 62.141.165.15. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp



4760 J. Appl. Phys., Vol. 96, No. 9, 1 November 2004 Giehler et al.

I,=0. The data determined by method Il are also listed .
in Table I. The corresponding values are clearly larger than
the ones determined by method | and will be discussed
below.

VIl. COMPARISON OF THE CALCULATED

AND MEASURED WAVEGUIDE LOSSES

AND THE RESULTING THRESHOLD CURRENT
DENSITIES

g(cmkA™)
~

First, we compare the calculated and measured data for
the WG losses. Table | shows that the calculated values of s{ ° ¢
aws(vo) in Sec. IV agree well with the ones that were ex- 900 1000 1100
perimentally determined on DLs by method II, whereas the v, (em™)
values obtained by method | are clearly too small. Our cal-
culated and measurganethod 1) values of ayyg(vy) agree FIG. 6. Gain coefficieng vs v, determined from the measured threshold
quite well with calculated values published in the literature CU"ent densities and calculated WG losgdsts. The dashed line indicates

. . 2 the wave-number-independent gain coefficiggtobtained in Sec. V, the
Sirtori et al. reportgd a calculated value O‘fYWG(V_O)_ solid line describes the linear dependence of the gain coefficient on the wave
=16 cni! for a QCL with the same layer structure, an injec- number according to Eq9).
tor doping density between QCL1 and QCL2 in Table I, and

a considerably higher doping density in the plasmon-assisted ) .
WGs using the parametersy,=1064 cm’, n*=6 sured one. The dashed line indicates the wave-number-

X 108 cni™3, T'(n*)=0.008, and”=0.31. With our model, we independent value of 7.2 cm kA the solid line the depen-
obtain for a QCL with the same doping level in the plasmon-dence of the gain coefficient on the wave n_umber according
assisted WGs exactly the same valugg(vy)=16 cni?, to Eq:(9). The calculated values @f for the different QCLs
which justifies our approach, in particular the use of an efexhibit a large scatter betweegr5 and 10 cm kAL The
fective dielectric tensor for the QCL structui€q. (4)]. increase og_wnh increasingy, is due to the de_pendence of
However, a comparison of the experimental data for QCLS On o as given by Eq(9). Although a correlation between
with different doping densities in the WGs is much morethe gain coefficient and the injector doping density is not
difficult. In Ref. 2, the experimental value of observedin Fig. 6, it cannot be ruled out. Our derived values
(1064 cmil) is given as 19 and 21 crhobtained with  for g(vp) are in the same range as the value of 8.7 critkA
two different methods, while in Ref. 13 an experimentalfeported by Sirtoret al’* for a QCL with the same cascade
value of 22 cm’ is reported. In contrast to these values, westructure, but using AlGa i As WGs. However, for the
would obtainay(1064 cmt) =9 cni by extrapolating our Same cascade structure, but with plasmon-assisted WGs,
values measured on the DLs by method Il to the emissiotivhich actually should have no influence on the gain coeffi-
wave numbew,=1064 cm?, which is much smaller than the cient, values ofg=14.2, 15.8, and 13 cm KA have been
measured values in Refs. 2 and 13. Nevertheless, this differeported in Refs. 2 and 13. Theoretical models have pre-
ence does not invalidate our experimental data, since theicted gain coefficients for GaAs-based QCLs gf
doping level in the WGs is witm*=4X 10'8 cm 3 consider- =11.3 cm kA in Ref. 15 andg=5.1 cm kA in Refs. 16
ably lower than in Refs. 2 and 13. If we calculate the WGand 17, where we have deduced this value from the maxi-
losses for a laser withy,=1064 cm* and a WG doping of mum in the gain spectrum of Fig. 10 in Ref. 16 and from the
4x10¥cmS, we obtain ayg(1064 cmt)=10.4 cm?,  threshold current density of Fig. 2 in Ref. 17. These literature
which agrees quite well with the experimental, extrapolatediata indicate a large variation of but our experimentally
value. We conclude that a comparison of experimental datdetermined values are somewhat smaller than most values
obtained on QCLs with differently doped WGs supports ourreported in the literature. For method |, a larger valueyof
model. would result in a increased value efy(vy) according to

Now we will compare the gain coefficient obtained from Eq. (7), which would be in better agreement with the litera-
our measurements with values in the literature. From(&Q. ture data. At the same time, a larger valuegafould result
in Sec. V, we obtained a wave-number-independent valugccording to Eq(5) in a decrease of the threshold current
0a=7.2 cm kA for our QCLs. According to Ref. 14, the densityj,, which is in contrast to our measured data. Figure
gain coefficient depends linearly on the wave number, i.e., 4 shows that the trend of our measuigglvo) values is well

v described by our model. Furthermore, Table | also shows a
9=0a > 9 good agreement between the measured and calculated values
Va of j;, for the DLs and their corresponding reference QCLSs. In

where v,=997 cmi! denotes the average value of the waveparticular, the larger calculated value jgf for QCL1 with
numbers of all measured QCLs. Figure 6 shows the calcurespect to that of DL1 has been experimentally verified. It
lated values ofg (dotg for all experimentally investigated can be explained within our model by the wave number de-
QCLs according to Eq¢5), whereg has been obtained by pendence of the FCA and the difference in the lasing ener-
adjusting the calculated threshold current density to the meagies of QCL1 and DL1.
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