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Effect of free-carrier absorption on the threshold current density
of GaAs/ „Al,Ga …As quantum-cascade lasers

M. Giehler,a) H. Kostial, R. Hey, and H. T. Grahn
Paul-Drude-Institut für Festkörperelektronik, Hausvogteiplatz 5-7, 10117 Berlin, Germany

(Received 15 March 2004; accepted 11 August 2004)

GaAs/Al0.33Ga0.67As quantum-cascade lasers with plasmon-assisted waveguides exhibit a
decreasing threshold current densityj th with increasing wave numbern0 of the laser line, which
changes as a function of the injector doping density. We have developed an analytical approach
based on the effective dielectric tensor component for thep-polarized light emitted from a
quantum-cascade laser, which explains the observed dependence ofj thsn0d in terms of losses due to
free-carrier absorption predominantly in the doped waveguidesaWGsn0d. A contribution to the losses
by free-carrier absorption in the quantum-cascade structure itself and subsequently toj th can be
neglected except for very high injector doping densities. The calculated values foraWGsn0d are in
good agreement with the experimental data. Our approach quantitatively predicts the observed
decrease ofj th from 17 to 7 kA cm−2 with increasingn0 between 900 and 1100 cm−1. In addition
to achieving a direct physical insight into the influence of free-carrier absorption on the laser
performance, the proposed analytical approach provides a simple tool for the determination of the
waveguide losses for any quantum-cascade laser without adopting a numerical solver. ©2004
American Institute of Physics. [DOI: 10.1063/1.1803635]
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I. INTRODUCTION

GaAs/Al0.33Ga0.67As quantum-cascade lasers(QCLs)
were first introduced by Sirtoriet al.1 Their performance wa
greatly improved by replacing the Al0.9Ga0.1As waveguide
(WGs) by plasmon-assisted ones,2 which possess much be
ter electrical properties, but, at the same time, increase
tical losses. Recently, we have investigated the lasing p
erties of GaAs/Al0.33Ga0.67As QCLs as a function of th
injector doping density expressed in terms of the sheet
rier concentrationns per period.3 We found that intermed
ately doped QCLs withns<631011 cm−2 exhibit a maxi-
mum in the wave numbern0 of the laser line and, at the sam
time, a minimum in the threshold current densityj th.

3 For
lower and higher doping densities,j th decreases almost li
early with increasingn0 as shown in Fig. 1. Since we inve
tigated seven different doping densities and for the lo
doping density three QCLs, a total of nine data point
shown in Fig. 1.

In order to explain this dependence ofj thsn0d, we repor
in this paper an investigation of the influence of the f
carrier absorption(FCA) on the optical losses and sub
quently onj th for GaAs/Al0.33Ga0.67As QCLs with plasmon
assisted WGs. In contrast to all other investigations, w
use a numerical solver for the calculation of the opt
losses in the resonator, we treat the effect of FCA on
optical losses using an analytical approach. In this way
also obtain a better physical insight into the influence
FCA on the WG losses. Finally, we compare our calcul
data for the optical losses through FCA and its influenc
j th with experimental data for a weakly as well as an in
mediately doped two-sectioned QCL.

a)Author to whom correspondence should be addressed; electronic
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II. SAMPLES

The QCLs were grown by molecular-beam epit
(MBE) with 30 periods for the cascade structure. The l
sequence of all GaAs/Al0.33Ga0.67As cascade structures us
in this study is nominally the same as introduced by Sirtoet
al.1 However, the Si concentration in the four doped inje
layers was varied resulting in sheet carrier densities bet
3.531011 and 1.031012 cm−2 per period,3 which correspon
to averaged bulk concentrationsn between 3.7 and 10
31017 cm−3 using the total thickness of 9.4 nm for the
four doped layers. The sheet carrier concentration was d
mined by capacitance-voltage measurements on step-e
pieces showing good agreement with the nominal values

l:

FIG. 1. Measured threshold current densityj th vs wave numbern0 of the
laser lines for GaAs/Al0.33Ga0.67As QCLs with plasmon-assisted WGs
8 K. Note that we investigated seven QCLs with different doping den
as well as three QCLs with the same doping density in the injector res
in a total of nine data points. Most of the data are taken from Ref. 3

dashed line indicates a linear fit to the data points.

© 2004 American Institute of Physics
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QCL structures were characterized by double-crystal x
diffraction measurements to demonstrate that the actual
thicknesses as well as the Al content agree within 2%
the nominal values.

We used plasmon-assisted WGs on the top and botto
the active zone of each QCL following Ref. 2. Each W
consists of a 4mm thick, weakly doped GaAs layer with
doping concentrationn=431016 cm−3 and a 1mm thick,
strongly doped GaAs layer, in which we have reduced
doping density fromn+=631018 cm−3 in Ref. 2 to n+=4
31018 cm−3.

The laser stripes with typical dimensions of
32400mm2 were prepared by plasma etching, where
side walls of the lasers were defined by 7mm deep an
2.5 mm broad trenches refilled by a photoresist. The l
emission was studied using pulse-mode operation w
width of 100 ns and a repetition rate of 5 kHz at 8 K. T
infrared spectra were recorded using a Fourier-trans
spectrometer with a spectral resolution of 0.12 cm−1. The
QCLs were mounted with the substrate on a cold finger
He-flow cryostat without exchange gas and heat man
ment. Therefore, heating of the laser stripe is expected
ing the current pulse.

III. CARRIER DENSITY DEPENDENCE OF THE
FREE-CARRIER ABSORPTION COEFFICIENT
IN n-TYPE GaAs

In order to obtain an analytical relation betweenj th andn
or n0, we first need to investigate FCA in differently dop
GaAs layers, since the doping density in the cascade s
ture differs from the one in the WGs. Therefore, we h
measured the infrared reflectance and transmittance s
of bulk n-type GaAs samples as well as MBE-grown lay
in the spectral region betweenn=500 and 2500 cm−1. The
reflectance spectra are mainly determined by the real p
the dielectric function(DF) e, i.e., Rehej. The contribution o
the free carriers to Rehej is well described by the classic
Drude model. Therefore, the reflectance spectra can be r
duced by using a DF consisting of a harmonic-oscillator p
non contribution as well as a free-carrier Drude term, w
the densityn and the averaged energy-independent scatt
rate g of the free carriers were used as fit parameters.g is
related to the mobilitym by m=e/ sm* gd. For the differen
samples, the obtained values forn vary between 1.131017

and 2.631018 cm−3, while m lies between 4000 an
900 cm2/ sV sd. The values for both quantities agree w
with the ones obtained from electrical measurements.

For the determination of the FCA coefficientaFCsn ,nd,
we have measured transmittance spectra at room tempe
and at 77 K. In contrast to the reflectance spectra, the ab
tion coefficient is essentially determined by the imagin
part of the DFe, i.e., Imhej, which depends on the domina
scattering mechanism of the free carriers. For scatterin
free carriers on acoustical(ac) and longitudinal optica
phonons(op) as well as ionized impurities(imp), the follow-
ing relation is approximately valid in the high-frequen
limit,4,5 i.e., "v.EF, whereEF denotes the Fermi energy

the free carriers, andv /g@1
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aFCsn,n,ud < cacnn−1.5+ copnn−2.5+ cimpn
21 + usnd
1 − usnd

n−3.5,

s1d

whereu=NA
− /ND

+ denotes the compensation ratio of the
ized impurities. The coefficientsci (i =ac, op, imp) for n-type
GaAs were calculated in Refs. 4 and 5. Both datasets a
agree with each other at room temperature. Using the v
given for the coefficientsci in Ref. 5 and the values ofn
determined from the reflectance spectra, the absorption
tra of then-type GaAs samples forn between 431016 and
431018 cm−3 and wave numbersn between 800 an
1500 cm−1 can be well described by

aFCsn,nd < aFCsñ,ndSn

ñ
D−rsnd

, s2d

where ñ=1000 cm−1 and rsnd=2.5, 2.9, and 3.35 forn<4
31016, 431017, and 431018 cm−3, respectively. In Eq.(2),
a compensation ratioūsnd has been included, which was a
eraged over all samples with comparablen. From the mea
sured data, we estimate an uncertainty ofDaFCsñ ,nd
= ±20% and ofDrsnd= ±0.1, predominantly due to the d
viation of the compensation ratio from its average value.
different values ofr indicate that the interaction of free c
riers with longitudinal optical phonons dominates for w
and intermediate doping densities, while the contributio
free-carrier scattering on ionized impurities becomes
most important one for strong doping densities resultin
almost temperature independent absorption spectra. Th
nificant deviation ofr from the value 2 predicted by t
Drude formula indicates that the Drude model cannot be
plied to estimate the carrier density and wave number de
dence of the FCA inn-type GaAs, because the energy dep
dence of the free-carrier scattering processes has

FIG. 2. FCA coefficientaFCsñd vs carrier concentrationn measured atñ
=1000 cm−1 and 300 K forn-type GaAs samples. The dots indicate
experimental data on bulk GaAs crystals, the circles experimental d
n-type GaAs layers on SI-GaAs, and the open squares data from the
ture (Refs. 6–8). The calculated contributions of the different scatte
mechanisms are shown as a dashed-dotted line for acoustic phonon(ac),
dotted line for longitudinal optical phonons(op), and dashed line for ionize
impurities ( imp). The solid line(total) indicates the calculated data for
total aFCsñ ,nd according to Eq.(3).
neglected.
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Figure 2 shows the measured values(dots) of aFCsñd
versusn for bulk, n-type GaAs samples obtained at 300
Our measured values are in good agreement with publ
data6–8 indicated by the open squares in Fig. 2. The scatt
our experimental values and the data in the literatur
mainly due to different compensation ratios in the var
samples. Furthermore, Fig. 2 also showsaFCsñ ,nd for the
three different scattering mechanisms ac, op, and imp c
lated using the exact theory described in Ref. 5 and the

perimental values forn andūsnd obtained from the fits of th
reflectance and absorption spectra. The solid line in F
demonstrates that the dependence of our experimental
termined values foraFCsñ ,nd can be well approximated b

aFCsñ,nd < c1n + c2n
2 + c3n

3, s3d

wherec1=2.9310−17 cm2, c2=5.1310−35 cm5, and c3=5.1
310−55 cm8. In Eq. (3), the first term, which is linear inn,
describes the dependence of the interaction of free ca
with phonons, whereas the quadratic term inn reflects the
scattering of free carriers on ionized impurities in uncomp
sated samples. Depending on the actual element use

doping, the prefactorf1+ūsndg / f1−ūsndg in Eq. (1) in-
creases, in particular, for higher doping concentrations,
increasingn, which leads to the cubic term in Eq.(3). How-
ever, the contribution of this cubic term is always rat
small, e.g., forn=431018 cm−3, it only accounts for 4% o
the contribution of the second term.

In order to test, if the data foraFCsñ ,nd of MBE-grown
layers agree with the ones of bulk crystals, we have
measured transmittance spectra of a weakly doped a
strongly doped GaAs layer with a thickness of 8 and 2mm,
respectively, grown on SI-GaAs. For the weakly doped la
the nominal doping density ofn=431016 cm−3 correspond
to the one in the layer separating the cascade from the
mon WG layer in our QCLs, while the nominal concentra
of n+=431018 cm−3 in the strongly doped layer was s
equal to the one in the plasmon WG layer in our QCLs
order to precisely determineaFCsn ,nd from the transmittanc
spectra of thin layers grown on a substrate, we have to
press any changes of the transmittance due to light scat
caused by the unpolished back side of the substrate. H
we used substrates, which were polished on both sides.
interferogram, the secondary peak due to the internal re
tions within the sample was replaced by a straight
which corresponds to a spectral averaging of the intens
This incoherent averaging was taken into account in the
termination ofaFCsn ,nd from the measured reflectance a
transmittance spectra according to Ref. 9. The values
tained foraFCsñ ,nd for the weakly and strongly doped laye
are also included in Fig. 2 as circles. These data agree
with the ones of bulk crystals indicating that Eqs.(2) and(3)
can also be applied ton-type GaAs layers with concentr
tions between 431016 and 431018 cm−3, in particular, for

the plasmon-assisted WG layers in our QCLs.
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IV. CALCULATION OF THE WAVEGUIDE LOSSES IN A
QCL DUE TO FREE-CARRIER ABSORPTION

For the determination of the WG lossesaWGsnd in
QCLs, which emitp-polarized light along the plane of t
layers, we have to calculate the in-plane component o
dielectric tensor«, which according to Ref. 10 is given b

«i
−1snd =

1

ol
sGldld

So
l

Gldl

elsn,ndD . s4d

Hereel anddl denote the complex DF and thickness, res
tively, of the lth layer in the QCL.Gl refers to the overla
factor of thelth layer with the laser mode, i.e., it denotes
ratio of the energy of the laser mode stored in thelth layer
and the total energy of the laser mode. We assumeGl =1 for
all layers except for the WG layers withn+=431018 cm−3.
Furthermore, in order to derive Eq.(4), it has been assum
thatnopt,l dl !1/n, wherenopt,l denotes the refractive index
the lth layer. The values of Rehelj and nopt,l were mainly
obtained from the reflectance spectra, whereas Imhelsn ,ndj
=nopt,laFC,lsn ,nd / s2pnd was predominantly determined fro

the absorption spectra according to Eq.(1) usingu= ūsnd as
discussed in connection with Eq.(2). After using Eq.(4) to
determine«i

−1snd by summing over all layers in the compl
QCL structure, the WG lossesaWGsnd are calculated accor
ing to aWGsnd=2pn Imh«isndj /nopt, wherenopt<ÎReh«ij.

Figure 3 shows the calculated values ofaWG versusn0

for our QCLs, which lase at different wave numbersn0,
3 in a

double logarithmic representation. In order to demons
the influence of the FCA onaWG, we neglect in the calcul
tion any wave number dependence of the optical con
ment and setGWGsn+d=0.018. Nearñ=1000 cm−1, the refrac
tive index nopt,WGsn+dsnd of the WGsn+d layers is
approximately given byÎReh«WGsn+dsndj, where«WGsn+dsnd
=5.77sn / ñd2.2+ i0.51sn / ñd−4.35. Therefore,nopt,WGsn+dsnd in-
creases with increasingn and eventually approaches the v

FIG. 3. Calculated WG lossesaWG due to FCA at low temperatures vsn0 in
a double logarithmic representation. The solid line indicates the result t
into account only the top and bottom WGs with the stars marking the
tions of the laser lines. The dashed lines indicate the results takin
account the WGs and the cascade for different doping densities as ind
by the open squares marking the positions of the laser lines.
ues ofnopt,l of the surrounding weakly doped WG layer and
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the layers in the cascade. This effect alone would result
decreasing optical confinement of the laser mode. How
this decrease is partially compensated by the typically
creasing confinement with increasingn. Therefore, the ap
proximation of a constant value forGWGsn+d is justified.

The solid line in Fig. 3 indicates the values ofaWG as-
suming that only FCA in the top and bottom WGs cont
utes to the optical losses. The stars mark the wave num
of the measured laser lines. Figure 3 demonstrates
aWGsn0d strongly decreases with increasingn0. It can be ap
proximately described by the power lawaWGsn0d
<15sn0/ ñd−6.6. The rather large absolute value of the ex
nent originates from the very different exponents of the w
number dependence of the real and imaginary part of th
of the strongly doped WG layers as described in the prev
paragraph in comparison to the undoped layers in the
cade, which are coupled in a nonlinear fashion accordin
Eq. (4).

In addition to the doped WGs, also the four doped la
inside each period of the cascade structure may contribu
FCA. While free carriers in quantum wells are free to m
in the plane of the layers, they are confined along the gr
direction. Because in a QCL the electric field of the la
light is polarized parallel to the growth direction, the FCA
modified.11 Furthermore, interface roughness enables a
tional scattering events even forp-polarized light.12 In order
to estimate the upper limit of the modified FCA in the c
cade, we assume that all four doped layers in each p
contribute to the optical losses in the same way as FC
thick GaAs layers. Using this approximation, we determ
the maximum value of the optical losses due to FCA in
WGs and in the cascade for the seven different doping
sities in the injector of our QCLs, which are indicated by
dashed lines in Fig. 3. Note that according to Eq.(4) aWG

nonlinearly increases with increasing doping density in
injectors of the QCLs as indicated by the arrow. Furt
more, with increasing doping density in the cascade, the
ponent of the power law foraWGsn0d slightly decreases. W
conclude that the optical losses due to FCA in a QCL
mainly determined by FCA in the waveguide. Only for
jector doping concentrations above 7.531017 cm−3, the cas
cade itself notably contributes to the optical losses du
FCA.

V. INFLUENCE OF THE WAVEGUIDE LOSSES ON THE
THRESHOLD CURRENT DENSITY OF QCLS

We now determine the influence of the WG losses on
threshold current density. This dependence is described

j thsn0d =
aWGsn0d + aM

gG
, s5d

where aM =−s1/Ld lns1/Rd=5.3 cm−1 denotes the mirro
losses for a GaAs-based QCL of 2.4 mm length,g the gain
coefficient, andG the overlap factor of the laser mode w
the gain medium. Following Ref. 2, we assumeG=0.31, i.e.
31% of the energy of the laser mode is stored in the
medium, which for QCLs is approximated by the whole c

cade structure. Consequently, 67% of the energy of the lase
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mode is leaking into the weakly doped WG layers, which
located between the WGsn+d layers withGWGsn+d' 2% and
the cascade structure. The solid line and the stars in F
indicate the best fit to the experimental data(dots) for j thsn0d
taking into account FCA in the WGs alone, resulting i
value for the wave-number-independent gain coefficien
ga=6.60 cm kA−1 with a standard deviation of 1.63 cm kA−1.
The wave number dependence of the FCA in the WGs a
results in a decrease ofj th from 17 to 7 cm kA−1 for QCLs
with an increasing lasing energy between 900
1100 cm−1. Figure 4 also shows that, when the additio
contribution to the optical losses by FCA in the cascade
is taken into account, the agreement between the calcu
(open squares) and measured(dots) j th is slightly improved
as demonstrated by the decrease of the relative standa
viation of the gain coefficient from 0.25 to 0.23. In this ca
we obtain the best fit for a wave-number-independent
coefficientga=s7.20±1.68d cm kA−1. Table I lists the calcu
lated values ofj th for two reference QCLs, which will b
used in the following section to determine the WG los
experimentally.

VI. EXPERIMENTAL DETERMINATION OF THE
WAVEGUIDE LOSSES IN TWO-SECTIONED QCLS

Since the conditionnopt,idi !1/n used in the derivatio
of Eq. (4) is not necessarily fulfilled for all layers within
QCL structure, we tested the validity of Eq.(4) for the cal-
culation ofaWGsn0d using two specially prepared lasers D
and DL2, which consist of two-sectioned lasers. The l
DL1 (DL2) was weakly(intermediately) doped withn=3.7
31017 cm−3 sn=4.831017 cm−3d as listed in Table I. Th
total length and width of the laser stripe wasL=2.8 mm
s2.0 mmd andw=19 mm s29 mmd for DL1 (DL2). Each DL
consists of two sections, a front partsfd and a back partsbd,
where for both DLs the length of each section is given
Lf <L /3 andLb<2L /3. In order to prevent leakage curre
between both parts, the two sections are separated by
gap. This gap with a width of about 350 nm was produce

FIG. 4. Threshold current densityj th vs n0. The experimental data are in
cated by dots, the solid line and the stars mark the calculated data taki
account FCA only in the WGs, and the open squares for FCA in the
and cascade structure.
rfixing the laser with the bottom contact on a metal plate and
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carefully cleaving only the laser. The horizontal misali
ment between the edges was less than 20 nm, and the
tudinal axes of both laser parts were tilted by less than 0
with respect to each other. The presence of the air gap i
laser stripe slightly modifies the resonator and consequ
also the lasing properties of the DLs with respect to the
responding reference QCLs studied previously.3 First, the op
tical intensity is reduced due to reflections at the gap. F
calculations as well as from intensity versus current mea
ments on QCLs with and without an air gap, we estimate
the optical attenuation due to this air gap is less than 1
Therefore, it is much less than the optical losses due to F
and consequently we can neglect the influence of the air
Second, the lasing energy of the DLs is changed with re
to the corresponding reference QCLs mainly due to
modification of the resonator. Whereas the weakly and i
mediately doped DLs show lasing at 965 and 1017 c−1,
respectively, the values for the corresponding refer
QCLs as listed in Table I are 927 and 1019 cm−1,
respectively.3 Furthermore, the threshold current densitie
the DLs, wherej th was measured with both parts of the
being directly electrically connected, are also slig
changed with respect to values of the reference QCLs(cf.
Table I). Note that for both DLsj th, s j th,f + j th,bd, where j th,i

for i = f and b denotes the threshold current density for
corresponding sectioni of the DL.

We have determined the WG losses in the two-secti
QCLs in two different ways. In the first approach referre
as method I, the currentsI f andIb through each section of th
DL are measured at lasing threshold of the complete Q
The corresponding threshold condition for the total op
WG lossesatsn0d can be written as13

atsn0d = aWGsn0d + aM = GM,fs j f,n0d
Lf

L
+ GM,bs jb,n0d

Lb

L
,

s6d

whereGM,i =gG j i denotes the modal gain andj i the curren
density. Using Eq.(6) and j i = I i / swLid, the threshold cond
tion is related toI f and Ib through

Ib = − I f +
atsn0dwL

gG
= − I f + C. s7d

Figure 5 shows the measured currentsIb versus I f at the

TABLE I. Structure, doping densityn, measured e
current densitiesj th of a weakly and an intermedia
tioned reference QCLs. For the determination ofaW

Structure
n

s1017 cm−3d
n0

scm−1d
Metho
Eq. (

DL1 3.7 965 13.
QCL1 3.7 927b

DL2 4.8 1017 11
QCL2 4.8 1019b

aAssuming that FCA in all doped layers in the Q
bData taken from Ref. 3.
lasing threshold for both DLs. Assuming a linear relation

Downloaded 29 Oct 2004 to 62.141.165.15. Redistribution subject to AIP
i-
°
e
y

-
t
.
,
.
t

-

.

betweenIb and I f as suggested by Eq.(7), a linear fit of the
measured data results inIb=−1.00I f +4.36 A for DL1 and
Ib=−0.82I f +4.43 A for DL2. Whereas the slope ofIb versus
I f for DL2 is somewhat smaller than the expected valu
one, it is in excellent agreement with Eq.(7) for DL1. From
the measured values of the constantC, we have determine
aWGsn0d using Eqs.(6) and(7) by assuming a wave-numb
independent gain coefficientga=7.2 cm kA−1 andG=0.31 as
discussed in the preceding section. The obtained value
aWGsn0d, which are listed in Table I, are clearly smaller th
the calculated data taking into account FCA in the WGs
in the four doped layers of each period of the cascade s
ture (Sec. IV A).

The second method(method II) consists of measurin
the intensities emitted from one part of the DL through b
end facets. These measurements were carried out for c
values up to slightly above the lasing threshold. From
intensitySA emitted from the front part and the intensitySB

emitted from the back part measured under the condition
I f =0 andIb.0, we can obtainaWGsn0d from the equation

SA < SB expf− aWGsn0dLfg. s8d

Note that these measurements can also be performed
changing the electrical injection conditions, i.e.,I f .0 and

ion wave numbern0, WG lossesaWG, and threshold
oped DL as well as data for the corresponding nonsec-
we have usedg=7.2 cm kA−1 andG=0.31.

aWG scm−1d j thskA cm−2d

Method II
Eq. (8)

calc.a

Eq. (4)
expt. calc.a

Eq. (5)

21.9 18.8 10.1 10.8
25.0 16.2b 13.6

12.9 13.8 9.1 8.5
13.7 7.6b 8.5

ntributes toaWG.

FIG. 5. Measured currentIb vs I f at the lasing threshold for DL1(dots) and
DL2 (circles) at 8 K. The dashed and solid line indicate a linear fit of
miss
tely d

Gsn0d,

d I
7)

1

.4

CL co
respective dataset.
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Ib=0. The data determined by method II are also li
in Table I. The corresponding values are clearly larger
the ones determined by method I and will be discu
below.

VII. COMPARISON OF THE CALCULATED
AND MEASURED WAVEGUIDE LOSSES
AND THE RESULTING THRESHOLD CURRENT
DENSITIES

First, we compare the calculated and measured da
the WG losses. Table I shows that the calculated value
aWGsn0d in Sec. IV agree well with the ones that were
perimentally determined on DLs by method II, whereas
values obtained by method I are clearly too small. Our
culated and measured(method II) values ofaWGsn0d agree
quite well with calculated values published in the literat
Sirtori et al.2 reported a calculated value ofaWGsn0d
=16 cm−1 for a QCL with the same layer structure, an inj
tor doping density between QCL1 and QCL2 in Table I,
a considerably higher doping density in the plasmon-ass
WGs using the parametersn0=1064 cm−1, n+=6
31018 cm−3, Gsn+d=0.008, andG=0.31. With our model, w
obtain for a QCL with the same doping level in the plasm
assisted WGs exactly the same valueaWGsn0d=16 cm−1,
which justifies our approach, in particular the use of an
fective dielectric tensor for the QCL structure[Eq. (4)].
However, a comparison of the experimental data for Q
with different doping densities in the WGs is much m
difficult. In Ref. 2, the experimental value
aWGs1064 cm−1d is given as 19 and 21 cm−1 obtained with
two different methods, while in Ref. 13 an experime
value of 22 cm−1 is reported. In contrast to these values,
would obtainaWGs1064 cm−1d<9 cm−1 by extrapolating ou
values measured on the DLs by method II to the emis
wave numbern0=1064 cm−1, which is much smaller than th
measured values in Refs. 2 and 13. Nevertheless, this d
ence does not invalidate our experimental data, since
doping level in the WGs is withn+=431018 cm−3 consider
ably lower than in Refs. 2 and 13. If we calculate the W
losses for a laser withn0=1064 cm−1 and a WG doping o
431018 cm−3, we obtain aWGs1064 cm−1d=10.4 cm−1,
which agrees quite well with the experimental, extrapol
value. We conclude that a comparison of experimental
obtained on QCLs with differently doped WGs supports
model.

Now we will compare the gain coefficient obtained fr
our measurements with values in the literature. From Eq(5)
in Sec. V, we obtained a wave-number-independent v
ga=7.2 cm kA−1 for our QCLs. According to Ref. 14, th
gain coefficient depends linearly on the wave number, i

g = ga
n0

na
, s9d

wherena=997 cm−1 denotes the average value of the w
numbers of all measured QCLs. Figure 6 shows the c
lated values ofg (dots) for all experimentally investigate
QCLs according to Eq.(5), whereg has been obtained b

adjusting the calculated threshold current density to the mea

Downloaded 29 Oct 2004 to 62.141.165.15. Redistribution subject to AIP
r
f

d

r-
e

a

-

sured one. The dashed line indicates the wave-num
independent value of 7.2 cm kA−1, the solid line the depe
dence of the gain coefficient on the wave number acco
to Eq. (9). The calculated values ofg for the different QCLs
exhibit a large scatter betweeng=5 and 10 cm kA−1. The
increase ofg with increasingn0 is due to the dependence
g on n0 as given by Eq.(9). Although a correlation betwee
the gain coefficient and the injector doping density is
observed in Fig. 6, it cannot be ruled out. Our derived va
for gsn0d are in the same range as the value of 8.7 cm k−1

reported by Sirtoriet al.1 for a QCL with the same casca
structure, but using Al0.9Ga0.1As WGs. However, for th
same cascade structure, but with plasmon-assisted
which actually should have no influence on the gain co
cient, values ofg=14.2, 15.8, and 13 cm kA−1 have bee
reported in Refs. 2 and 13. Theoretical models have
dicted gain coefficients for GaAs-based QCLs ofg
=11.3 cm kA−1 in Ref. 15 andg=5.1 cm kA−1 in Refs. 16
and 17, where we have deduced this value from the m
mum in the gain spectrum of Fig. 10 in Ref. 16 and from
threshold current density of Fig. 2 in Ref. 17. These litera
data indicate a large variation ofg, but our experimentall
determined values are somewhat smaller than most v
reported in the literature. For method I, a larger valueg
would result in a increased value ofaWGsn0d according to
Eq. (7), which would be in better agreement with the lite
ture data. At the same time, a larger value ofg would resul
according to Eq.(5) in a decrease of the threshold curr
density j th, which is in contrast to our measured data. Fig
4 shows that the trend of our measuredj thsn0d values is wel
described by our model. Furthermore, Table I also sho
good agreement between the measured and calculated
of j th for the DLs and their corresponding reference QCL
particular, the larger calculated value ofj th for QCL1 with
respect to that of DL1 has been experimentally verifie
can be explained within our model by the wave number
pendence of the FCA and the difference in the lasing e

FIG. 6. Gain coefficientg vs n0 determined from the measured thresh
current densities and calculated WG losses(dots). The dashed line indicat
the wave-number-independent gain coefficientga obtained in Sec. V, th
solid line describes the linear dependence of the gain coefficient on the
number according to Eq.(9).
-gies of QCL1 and DL1.
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VIII. CONCLUSIONS

We have investigated the WG losses due to FCA an
influence on the threshold current density in Ga
Ga0.33Al0.67As QCLs with plasmon-assisted WGs as a fu
tion of the injector doping density. The QCLs nominally c
tain the same cascade structure except for the injector d
density, which influences the lasing wave number. We
determined the WG losses for the different QCLs in
ways. First, we used a model based on the in-plane co
nent of the dielectric tensor to calculate the WG losses d
FCA. We find that the wave number dependence of the
in the WGs alone determines the decrease of the WG l
and subsequently the decrease of the threshold curren
sity for our GaAs-based QCLs with increasing lasing ene
The influence of FCA in the cascade itself can be negle
except for very high injector doping densities. Second,
have directly measured the WG losses and threshold cu
densities on two-sectioned lasers and compared these
with our calculated results and values published in the li
ture. This comparison supports our analytical approac
determine the WG losses, providing a direct physical ins
into the influence of FCA on the optical losses and
threshold current density. Finally, it offers a simple too

estimate the WG losses without using a numerical solver.
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